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Hasty, Jeff, J. J. Collins, Kurt Wiesenfeld, and Peter Grigg. METHODS
Wavelets of excitability in sensory neurond. Neurophysiol86: . . .
2097-2101, 2001. We %ave investig);/ated variations inpth)t/a excitabilityR""p'dly adapting (RA) mechanoreceptor neurons were recorded in
of mammalian cutaneous mechanoreceptor neurons. We focuse eparation of skin and nerve that was isolated fro_m the hindlimb of
the phase dynamics of an action potential relative to a perio qlt rats, and s;ud|ed_|n vitro. Slngle_gua_rd ha_lr affer_ents_ were
stimulus, showing that the excitability of these sensory neurons Hgvated by moving hairs using periodic (sinusoidal) stimuli. We
interesting nonstationary oscillations. Using a wavelet analysis, thedg"e interested in the phase relationship between the stimuli and the
oscillations were characterized through the depiction of their period rgsponses of individual neurons.
a function of time. It was determined that the induced oscillations are
weakly er_e_ndent on the stimulus frequency, and that lower tempprreparation
atures significantly reduce the frequency of the phase response. Our
results reveal novel excitability properties in sensory neurons, and Adult rats were anesthetized with pentobarbital sodium (Nembutal),
more generally, could prove significant in the deduction of mechadministered intraperitoneally. The experimental preparation was an
nistic attributes underlying the nonstationary excitability in neuron@dolated sample of skin and nerve, taken from the inner thigh, and
systems. Since peripheral neurons feed information to the CNsfudied in vitro. The fur along the thigh was clipped to a length of
variable responses observed in higher regions may be generategdgproximately 2 mm. Then the skin sample, approximately 14 mm
part at the site of sensory detection. square, was excised along with its sensory innervation, a branch of the
saphenous nerve. The sample was removed to an apparatus where it
was maintained in a bath of artificial interstitial fluid kept at room
INTRODUCTION temperature (20°C). The skin was supported from underneath by a
platinum mesh. Thus the under side of the skin was maintained in the
When certain neurons are subjected to repeated presentatioff while the upper surface was dry. The cutaneous nerve was pulled
an identical stimulus, the action potentials encoding the stimuh’]&O a small oil-filled plastic chamber for recording. The nerve was
information have variable responses between presentations (A %Feded into small fibers that were placed on a fine gold wire

. B . . electrode for recording. The indifferent electrode was placed in the
et al. :'ngk& B?tten e_t al. 1993; IDean _198.1’ de Euyt.er Vallin. Signals were amplified with a PARC 118 amplifier and filtered
Steveninck et al. 1997; Hunter et al. 1998; Mainen and Sejnowgig, 5 Riverbend Electronics Learning Filter. Guard hair afferents

1995; Rieke et al. 1997; Rose et al. 1969; Schiller et al. 19%@are sought by gently stroking the clipped hairs while recording from
Shadlen and Newsome 1998; Snowden et al. 1992). While s@glars. Recordings were often made from filaments containing several
variability is thought to be important in the processing of inforactive neurons whose active hairs in the skin were far enough apart to
mation by neurons in the CNS (de Ruyter van Steveninck et allow them to be stimulated independently of each other.

1997; Mainen and Sejnowski 1995; Rieke et al. 1997; Shadlen

and Newsome 1998), its potential role in peripheral neurons r?gmulation

not been appreciated (Koltzenburg et al. 1997; Merzenich an

Harrington 1969). One central issue is whether such variability iSwhen a suitable afferent was identified, the appropriate hair was
utilized in the transfer of information (de Ruyter van Steveninckctuated with a mechanical stimulator that consisted of a Cambridge
etal. 1997; Gerstner et al. 1996; Pei et al. 1996; Rieke et al. 19F#Fhnology 300B lever system. This is a DC servomotor that rotates
or whether it is merely a stochastic effect attributable to someshaft through controlled angular displacements. The motor actuated
underlying process. In other words, does a neuronal system rd|R0-mm-long cantilever whose tip was brought into contact with the
ably encode due to or in spite of such variability? A key to th%r' The displacements that we used were small.b mm) so that

resolution of this question is the determination of the source of { c?:r?iggl %fa:]h div}éﬁhv‘gisoizszgg‘?‘g;’i#gf;; Igg jtz'mglﬁ:]ol;” hv‘;’,‘gr:‘
Va”.ab'l'ty’ as vyell as the deduction of an underlying meChan'SHiEplacement-controlled sinusoids. Stimulus waveforms, along with a
for its generation. Here we report that when mechanoreceptQigchronization pulse, were generated with a Wavetek waveform
recorded in isolated skin, are stimulated with mechanical singenerator. The stimulus amplitude was adjusted so as to elicit one

soids, the timing of responses in relation to the stimulus exhibggike per cycle and was kept constant throughout experimental runs.
nonstationary, wavelike variability. The phase of each action potential was measured in relation to the

Address for reprint requests: J. Hasty, Dept. of Biomedical Engineering, The costs of publication of this article were defrayed in part by the payment
Boston University, 44 Cummington St.,, Boston, MA 02215 (E-mailof page charges. The article must therefore be hereby mawebeettisemerit
hasty@bu.edu). in accordance with 18 U.S.C. Section 1734 solely to indicate this fact.

WWw.jn.org 0022-3077/01 $5.00 Copyright © 2001 The American Physiological Society 2097



2098 J. HASTY, J. J. COLLINS, K. WIESENFELD, AND P. GRIGG

A16 position and force signals was 500 Hz, and the acquisition rate for the
— synchronization pulse and neuronal spikes was 500 kHz.
0
c 12
3 Data analysis
]
£08 The phase of théh spike relative to the synchronization pulse is
< defined as

0.4

¢ = (s — z)2af @
0

wheres, andz are the spike and syncronization timgs>* z), andf
is the frequency of indentation. Defined in this way, the phase has
units of radians and is a measure of the threshokekaitability of the

mechanoreceptor system, i.e., it represents the magnitude of indenta-
B 16 tion required for action potential generation.
— The continuous wavelet transform (CWT) of a time sei€y of
212 length T is given by
L
b 1 T _
g 8] Pls)= f ¢<t>w(t—7>dt @
(o} VSJo S
o 4l
0 ) i Stk il | g TSP It is a measure of the degree to which the functig(t) is periodic,
0 02 ' 04 06 08 1 v_vith period proportional to the scale_ para_meieand at a p_articular
Frequency (Hz) time denoted byr. The functlom//(t)_ is typically of_Gaussnan form
(with compact support), and we utilized the function
Fic. 1. Typical phase data from a mechanoreceptor. A trigger pulse is ,
generated at _the beg_inning of each_ actuation cycle, so that data coIIect_ion W(t) = 1 e;TIzZ (L _ 1) @3)
periods contain the times of the trigger pulse and any subsequent action V/27T03 o

potentials. The phase, which represents the excitability of the mechanoreceptor

response, is defined @ = (s — z)2nf, wheres andz are the spike and The scale parameterin Eq. 2is proportional to the width of the

trigger times § > z), andf is the frequency of actuatios: data for a 15-Hz  Gayssian and is, by analogy with the fast Fourier transform, a measure

stimulus frequency. During the entire run, the phase is boundedugs the ¢ the period of the signal. Operationally, the meaning of the wavelet

mechanoreceptor is responding to the inward motion of the indenter. The pr:]%f%%sform can be illustrated as follows. Since the CWT is a function
Pf b

slowly increases, indicating a slow decrease in excitability, which is likely d - . - . L
to adaptationinset a section of the data is displayed at higher resolutio oth time and scale, consider fixing the width of the Gaussian in

elucidating oscillations in the phase daBathe power spectrum of the phaseEq-_Zby lettings = 1 and superimposing it along with the time series
data inA. There are 2 distinct maxima at 0.18 and 0.50 Hz, along with a stroi@ timet = 0. Then the CWT forr = 0 ands = 1 is obtained by
peak at very low frequency. integratingEq. 2 over time, and physically, this corresponds to the
degree to which the Gaussian function and the time series overlay; i.e.,
stimulus waveform (Del Prete and Grigg 1998; Hunter et al. 1998)e value of their convolution (the prefactor\1# is necessary for

Neiman et al. 1999; Read and Siegal 1996). normalization purposes so that the transformed signal will have the
same “energy” for eacls). The Gaussian (at scake= 1) is then
Data collection translated in time to the locatidn= 7, and the integral is recomputed

to obtain the CWT at = rands = 1 in the time-frequency plane. This
Both mechanical and neuronal data were acquired using a Cagmecedure is repeated until the Gaussian has been translated to the end
bridge Electronic Design micro 1401 data acquisition system. W the time series, resulting in the calculation of the CWT for figsed
collected four analog signals. Two signals represented actuator pag&-, ®(r, s = 1). Then,sis increased by a small value and the entire
tion and the force applied by the actuator. In addition, we acquired theocedure is repeated. Note that this is a continuous transform, and
synchronization pulse that denoted the start of each stimulus cycle éimerefore bothr and s must be incremented continuously. However,
the amplified neural recording. The data acquisition rate for tlsnce the CWT is obtained numerically, both parameters are increased

A
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10 { TR PO " - A, | |30 250 s indicate coexisting waves of several different
periods.B: a blowup of the time scale reveals more
6 . precisely dominant periods of approximately 2 and 6—8
s, respectively. These correspond to the peaks in the
2 ‘ ". j \o [ (] L } 0 l | 10 power spectrum of Fig.B
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k 70 FIG. 2. Time-period diagrams obtained from a con-
U° ' tinuous wavelet analysis of the phase data in Fig.A:
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there are oscillations of several different periods, and, at
times, there is significant frequency drift. The frequency
drift is quite noticeable from 40 to 100 s and again from

150 to 200 s. The regions from 100 to 140 s and 200 to
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5 Hz rad/sec?
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6 ‘ = FIc. 3. Representative time-period diagrams
ﬂ 3 for actuation frequencies of 5 and 10 Hz. The
2 \‘_ _..‘ ‘ [} _3’ ‘._‘ _h ‘! ! . _.._. A ‘_ 4__. L & ' . data sets were obtained under identical experi-
)

mental conditions as the 15-Hz data used in Fig.
2, enabling comparison between Fig. 3 and Fig.
10 Hz 2B. In all 3 data sets, we observe periodicities of

10—  e— — o 70 approximately 2 and 6 s, with the only major
: @ w &
20Vl ‘ eV N,

[ difference being the intermittency at 5 Hz. Com-
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Period (s)

so pared with the 10- and 15-Hz data, the 5-Hz
| response shows significantly fewer periodic re-

30 X
1 gions at low frequency.
all 5
150
Time (s)

by a sufficiently small step size, which corresponds to sampling thien. Further work is thus needed to determine what effect the
time-scale plane. waves have on the degree of synchronous behavior observed in

groups of cells with a common stimulus. Second, the waves
RESULTS may provide insight into peripheral mechanisms involved in

Data were collected from 14 neurons, and the results pfé&chanoreceptor activation. _
sented below are representative of the qualitative featuredt is perhaps natural to conjecture that the adaptation process
observed in all of the neurons. Figure 1 shows the phaSesomehow responsible for the oscillatory behavior. For ex-
behavior of a typical neuron. The response shows a gradi@lPle, in vertebrate auditory hair cells, the firing of an action
time-dependent increase in phase, a signature of the adaptai@i¢ntial induces a transport of calcium cations into the neu-
process. In addition, the variability of the response increagé@hal cell (Lumpkin and Hudspeth 1998; Lumpkin et al. 1997).
with time. We find that there is significant structure to thdhese cations then act to increase the firing threshold through
variability, which is seen to exhibit waves (Fig. ibse). To their interaction with the ion channel gating process. Thus for
quantify the properties of the waves, Fourier ana'ysis Wasper|0d|c St|mu|us., each dr!Ve peI’IOd_ could lead _tO a bUIldup
utilized. The power spectrum of an entire data run of 3000 intracellular calcium, provided passive mechanisms respon-
exhibits peaks at 0.18 and 0.50 Hz (Fig)1Since the time S|ble for export are unable to ke_ep pace with the drive. Oscil-
series appears to be nonstationary, we investigated the terrpons could then occur if an active export process, such as the
ral properties associated with the oscillations by partitionirfggnsport of calcium out of the cell by protein pumps (Lumpkin
the data into four sequential segments and analyzing edh! Hudspeth 1998), was triggered after a number of actuation
independently. We found significant qualitative differences #ycles. If such an adaptation mechanism is indeed related to the
the power spectra generated from quarter segments in the dtase periodicity, then the wavelet frequency response should
sets. For example, the power spectrum obtained using the fflgPend on the actuation frequency. In Fig. 3, we plot repre-
quarter of the time series in FigA-does not clearly exhibit the Sentative time-period diagrams for actuation frequencies of 5
0.18- and 0.50-Hz maxima seen in Fi@®. However, analysis and 10 Hz. We observe variable periodicities of approximately
of the second and third quarter segments reveals significgrnd 6 s for multiple stimulus frequencies. Since the stimulus
power at these frequencies and, in addition, the birth of sulgPresents the only periodic signal available to the neuron, it is
stantial peaks at low frequencies. Analysis of the fourth quart@k interest that the frequency of the phase response does not
segment exhibits maxima at 0.18 and 0.50 Hz, but relativeippear to be influenced by the drive frequency.
little low-frequency content.

Wavelet analysis is well-suited for describing a nonstation- ——143C
ary time series such as the phase data in Fig.While the
classical Fourier technique yields information only in the fre-
guency domain, the wavelet approach quantifies periodicity in
both the time and frequency domains and is thus capable of
elucidating the nature of the time-dependent oscillatory regions
noted above (see the caption of Fig. 2 for the definition of the
continuous wavelet transform). Figure 2 shows the fluctuations 0 dhi 5. et SR 5
in frequency and power during the run _dep|cted in Fig. 1. We 0.2 0.4 0.6 0.8 1.0
observe phase oscillations of several different frequencies and
find that, at times, these waves exhibit a significant frequency
drift. Such a variable response is of interest for two primaryric. 4. The power spectrum of 2 sets of representative data obtained at 2
e L e o O oD o 0.4 02 AL Aoy
that the f“nc“on of a population of '.“e“rons |s_to_pro_du equency, there appears to be a 2nd shift downward, although t);;e power
responses in phase with a common stimulus, variability in tgectrum in this regime renders it difficult to characterize this change
responses of single afferents should adversely affect this fuqgantitatively.

Power (a.u.)

Frequency (Hz)
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204C
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'E FIG. 5. Time-period diagram obtained from a wavelet
o 5 A a analysis of the data used for Fig. 4. In both sets, there are
4 5 significant oscillations at many different frequencies. Both

sets have similar structure, and this has been highlighted

| \ \ \ \ \ \ with rectangles drawn around what appear to be comple-
\ \ \ \ 14.3C 3 mentary regions. By focusing on these regions, note that,
20 \ relative to the data at 20.4%of), the 14.3° potton) data
@ 15| \ ‘ have increased oscillatory periods at nearly all frequencies.
; \ 9 The time delay in the occurrence of the regions in the
o 10 bottom diagramis attributable to variations between data
E 5 r' J runs and is not a property of the temperature difference.
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If the phase oscillations are linked to some metabolic prties (Lowen et al. 1999), and such models might provide
cess, then one might anticipate a decrease in the frequencynsight into the underlying mechanism for the excitability
the waves as the sensory system is cooled. In Fig. 4, we plot thaves. Along these lines, further studies are needed to
power spectrum of two sets of representative phase data dbtermine whether the phenomenon is a necessary compo-
tained at two temperatures for an actuation frequency of 5 Hent of the encoding apparatus or whether the system simply
As the temperature is decreased, we observe a significtoierates its existence.
decrease of approximately 20% in the frequency of the phase
response. In Fig. 5, the time-period diagram demonstrates thave thank N. Kopell, A. Neiman, and J. White.

the oscillatory response is slowed throughout an entire eXpeI’T_hiS work was su_pporte_d by The Fetzer Institute (J. Hasty) and National
imental run Institute of Neurological Disorders and Stroke Grant NS-10783.
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